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1. Abstract 
This document describes the technical features and benefits of the FUJIFILM Object Archive system 
and provides guidance on designing the system such as hardware selecƟon, configuraƟon, and best 
pracƟces for effecƟve implementaƟon in a user’s exisƟng storage environment. 
 

2. Technology Overview 
FUJIFILM Object Archive soŌware is a data management soŌware that can also perform storage 
system management made specifically for long-term data preservaƟon and data protecƟon. It 
addresses the increasing needs for a sustainable storage Ɵer for infrequently accessed cold data 
residing on flash or disk-based storage plaƞorms and reduces overall storage costs. This soŌware can 
also be used to increase data protecƟon by moving data to tape which can be taken off-line and off-
site, for complete, air gapped protecƟon against malware threats or any type of disaster. 

Here is an overview of the soŌware architecture: 

 

 

The FUJIFILM Object Archive soŌware module is designed to run and be compaƟble with Alma-Linux. 
As the system will be delivered as a virtual machine or a physical server automaƟc installaƟon image 
(also called bare-metal system automaƟc installaƟon image), the customer must accept the End User 
License Agreement.  

The automaƟc server installaƟon will not only install the FUJIFILM Object Archive soŌware, but also 
the underlying operaƟng system. This provides more flexibility in the system soŌware design and an 
easier installaƟon/setup process. At this point, the user can get started using the system by just 
answering a few quesƟons interacƟvely. The labour-intensive and error-prone installaƟon process is 
eliminated. 

Technical -Detail: 
OperaƟng System: Alma Linux  
Version: 9.2 Turquoise Kodkod 

Plaƞorm ID: el9 / RHEL centos fedora) 
DocumentaƟon: hƩps://wiki.almalinux.org/ 
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2.1. Data Source 
One of the key features of the FUJIFILM Object Archive programme is the ability to acƟvely 
fetch data from a source or passively receive data from a sending source. 

For this purpose, the soŌware uses a universal network and various transmission protocols. 

The default network protocol is Transmission Control Protocol/Internet Protocol (TCP/IP).  

2.1.1. Source data acquisiƟon 
This acƟve module is one of the first soŌware-modules designed during the creaƟon 
and development of FUJIFILM Object Archive soŌware, a few years ago. 

During this development period, several new protocols were added to widen the 
communicaƟon porƞolio for this module. 

One of the first protocol connecƟons developed for data informaƟon interchange was 
SMB.  

The next protocol for data informaƟon interchange was the NFS protocol. This 
soŌware can connect to NFS service provided with protocol versions of 3, 4, 4.1 and 
4.2. The task of this module is to acƟvely take data through one or more of the above 
protocols from a provisioning service provided by a dedicated hardware.  

Network AƩached Storage (NAS) is a central file server that allows mulƟple users to 
store and share files over a TCP/IP network via Wi-Fi or Ethernet cable. It is also 
referred to as a NAS box, NAS unit, NAS server, or NAS head. These devices rely on a 
few components to funcƟon, such as hard drives, network protocols, and a 
lightweight operaƟng system (OS). 
The simplest data provisioning service is a server with the appropriate services, 
whether the OS is Windows, Linux, or Unix.  
With the Simple Storage Service, more commonly known as the S3 protocol, the 
soŌware can also fetch data from systems that do not use any of the standard 
protocols and are generally referred to as object storage systems. The Source-Data-
Acquire module of FUJIFILM Object Archive soŌware acts as another client to the 
proprietary object storage soŌware and, therefore, there are no addiƟonal export 
costs that some manufacturers require.  
 
FUJIFILM Object Archive SoŌware is the acƟve module that will fetch the data from 
the customer’s system. 
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2.1.2. External data source provision and storage 
The counterpart for the acƟve data acquire module is the passive data receiving 
module. Originally, FUJIFILM Object Archive soŌware was designed for use as an 
archiving system in local company and office networks. Since in most cases a central 
network-compaƟble storage system was already in use, FUJIFILM Object Archive 
soŌware was supplemented by another module. As a result, old NAS disk-based 
systems can now be directly replaced by FUJIFILM Object Archive system. In addiƟon 
to the costs saved on hardware that was no longer required, this also means that data 
no longer has to be copied twice over the local network and can be archived directly 
from the storage medium. 

In addiƟon, applicaƟons that can communicate directly with storage-enabled network 
protocols such as the S3 protocol can now also store and modify data without any 
detours. This is possible with the seamless implementaƟon of the FUJIFILM Object 
Archive soŌware.       

This feature can be enabled separately and requires internal hard drive storage. In the 
FUJIFILM Object Archive Admin system GUI, different authorizaƟon levels can be 
configured and issued, subdirectories can be created and set individually for each 
data transfer protocol. Several connecƟons can be used simultaneously, 
independently of each other. 

The internal memory of the FUJIFILM Object Archive System also offers the opƟon of 
serving as a target storage medium for the eventual restoring of data. ApplicaƟons 
and other network-enabled programmes and operaƟng systems can then access the 
data from there.  

In the FUJIFILM Object Archive Admin GUI, the status and uƟlisaƟon of the internal 
storage system can be called up graphically at any Ɵme under the System informaƟon 
directory tree entry. 

As a note to all users who are looking for a bridging technology for their exisƟng non-
tape mass storage system, these systems can also use the internal memory of the 
FUJFILM Object Archive system and archive their data on tape in connecƟon with the 
tape storage module. However, it should be noted that any addiƟonal proprietary 
soŌware creates an addiƟonal shell around the data that needs to be archived.  

This goes against the actual idea of an archive system, but in excepƟonal cases it can 
be necessary and, in fact, useful for certain systems. 

Here is an example of a system design: 
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2.2. Target Endpoints 
Any connecƟon that uses the FUJFILM Object Archive soŌware to send data to one of the three 
available storage endpoints can do so completely independently of any previously configured 
endpoints. This means that data from the source drives can be sent to any target drive. These 
processes can be sequenƟal or parallel.  

Data can therefore be sent simultaneously to a tape storage endpoint, to FUJIFILM Archive 
Services (FAS), which is Fujifilm’s high-security long-term archive data centre located in 
Germany and to any S3 cloud services. 

2.2.1. Tape-Out System 
This is the tape storage part of the FUJIFILM Object Archive system. Within this 
system, a user can store mission criƟcal or valuable data on their own premises. The 
user is able to recall as much as they choose with the highest possible speed. 

2.2.2. FAS Datacentre 
The FUJIFILM Object Archive system can also send data to FUJIFILM Archive Services 
(FAS) -Fujifilm’s high-security data centre for long-term data archiving. This service 
can be used as an addiƟon to hosƟng data in a cloud or in your own system. The FAS 
service includes data storage in the data centre, as well as creaƟng a third copy and 
storing that data in a high-security bunker located 35 km away from the data centre. 
Cyclical, bi-annual checks of the enƟre data set allow us to guarantee the return of 
the data in an unchanged form. 

The FAS service is available for a fee, depending on the contract period and data 
capacity. 
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2.2.3. Cloud Target 
Originally conceived as a storage target for tape-based object storage systems, the 
storage module can address all object storage systems that can be reached internally 
or externally via a network address. With the corresponding access data, the system 
can manage a specified object bucket. Since both S3 standard protocol, as well as  
Glacier protocol are implemented, . the data that was moved to another storage 
subgroup can sƟll be administered. 

 A further funcƟon is a second, redundant object bucket can be addressed by the 
storage module and is located in a different region. When storing data, two idenƟcal 
but independent copies are always created. With the correct physical separaƟon of 
the regions on the side of the object storage service provider, a geo-replicant and 
high-security backup can be created.   

 

2.3. Server System  
During the development of FUJIFILM Object Archive soŌware, three principal points were 
taken into consideraƟon. The ability to read data aŌer decades, to protect archival data with 
secure accessibility over the long-term, and to provide a cost-effecƟve archiving system. 

With this in mind, FUJIFILM Object Archive soŌware was designed to be compaƟble with all 
convenƟonal hardware. An open-source system was chosen as the underlying operaƟng system 
and finally the system interacts with the LTO standard for tape-based long-term archive media. 

We recommend the following hardware components as a minimum for the performance 
operaƟon: 

Server System FUFJIFILM Object Archive SoŌware 
(Bare Metal System (SType) for producƟve Systems) 

CPU : 1xAMD EPYC 9124 16C 200W 3.0GHz Processor 
RAM : 8x16GB DDR5 4800MHz (1Rx8) RDIMM-A 
OS-SSD : 2x 2.5" 1.6TB Mixed Use NVMe PCIe 4.0 x4 HS SSD / RAID 1 
Ethernet (NIC): 1x Broadcom 57414 10/25GbE SFP28 2-Port OCP Ethernet Adapter 
FC Card (SIC): 1x QLogic 16Gb Enhanced Gen5 FC Dual-port HBA 
PSU : 2 1100W 230V/115V PlaƟnum Power Supply 

 

 

2.4. Web ApplicaƟon 
The network programmes are designed to ensure simple and complete interacƟon with the 
system for all users. It was developed as a plaƞorm independent service for use with different 
web browsers to ensure the best possible compaƟbility. The system has been tested with 
Mozilla Firefox and Google Chrome. 
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2.4.1. Admin GUI 
The administrator interface was developed according to the principal: "Keep it 
simple". All system relevant seƫngs can be operated within this GUI. This includes 
both the basic configuraƟon seƫngs and the funcƟonal operaƟonal seƫngs. These 
opƟons can be easily understood and applied by technical IT personnel at the training 
level of a system administrator. 

2.4.2. User GUI       
The second interface is developed for simple, day-to-day use by users. The reduced 
command set can be used to make the operaƟonally relevant, funcƟonal operaƟonal 
seƫngs. This interface is designed more for graphical clarity and comprehensibility 
for users with the training level of IT user. 

Please refer to the OperaƟon Handbook of the FUJIFILM Object Archive User GUI for 
detailed informaƟon. 

 

2.5. Data Management 
In addiƟon to controlling the storage systems, FUJIFILM Object Archive soŌware also provides 
the necessary management tools for operaƟonal structuring, cataloguing and retrieval of data 
and informaƟon from the archive storage system.  

This sets the FUJIFILM Object Archive system funcƟonally and operaƟonally apart from a pure 
storage soluƟon and allows a user to manage their data without the need for another cost 
intensive and complicated addiƟonal applicaƟon.  

Supported with numerous ready-made search opƟons, a user can immediately find their data 
and request it from the archive system without Ɵme loss due to interface handling, for 
example. 

 

2.6. System Management 
 FUJIFILM Object Archive system is able to interact with different memory endpoints. This 
includes the storage endpoint of a tape storage system. Enhanced with numerous modules for 
automaƟc control, storage and monitoring of data, the Archive Module thus represents the 
interface between the user and its exisƟng storage systems to FUJIFILM Object Archive system, 
the highly secure long-term data storage developed by Fujifilm. These modules support users 
to accurately configure the HW infrastructure needed for the FUJIFILM Object Archive system. 
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3. Tape Storage  

3.1. Open Format - Tape Format 
The most important requirement when storing data for archiving is the ability to read the data 
even aŌer decades. This data (metadata, files, objects, etc.)  must not have been changed or 
modified, and the enƟre storage is managed as cost-effecƟvely as possible.  Below, are the 
three points that make a good archiving system. 

 

  

 

To achieve these three points, there were many hurdles to overcome, both in the 
understanding of manufacturers and users of memory-based soluƟons and in the lack of 
implementaƟon of real archiving methods within soŌware soluƟons.    

One of the central funcƟons of an archive system is the ability to ensure that informaƟon 
stored on separate, external storage mediums are accessible for a long period of Ɵme without 
any data loss, and performant even without an installed and acƟvated archive system. 
Therefore, it is essenƟal that no disproporƟonately complex programmes or procedures are 
required for data retrieval. This means that a simple, cost-free basic operaƟng system without 
addiƟonal soŌware packages must be able to read and process the data from an external data 
carrier using the appropriate drive hardware. 

This ensures that the customer can process their data at any Ɵme, regardless of the 
manufacturer. The customer is thus once again the master of their own data. This is called NO 
VENDOR-LOCK and, of course, must be standard for a proper archiving system. 

Manufacturers should not bind customers to use special hardware or devices. An archiving 
system should always use standardised and commercially available hardware, such as LTO tape 
storage media and the compaƟble drives. 
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3.2. Different Tape Tasks 
a.) Storage Tape       

These are the actual storage locaƟons for the archive data. Each tape can manage its own 
data content and is available to use. No files will be distributed across mulƟple tapes, 
except when a file that need to be archived is larger than the capacity of one tape 
cartridge. The files are organised on the tape in blocks of approximately 16GiB each and 
are created in TAR format with POSIX encoding. Each block always receives the TAR format 
header and the footer informaƟon.  
 
To manually read the data from a tape without using FUJIFILM Object Archive soŌware, it is 
possible to readout one block aŌer the other directly from tape. It is not necessary to copy 
the block into an image file and then parƟally or completely unpack it with the TAR 
command. If the user is searching for a file, the user can jump to the corresponding data 
block and readout the TAR container parƟally or completely. This structure also allows   
files extracƟons to be conƟnued even if there is a broken container in the logical block 
chain within one connecƟon. For each transfer of data within a connecƟon, the system 
always creates a group of data blocks on the corresponding tape. Again, the subsequent 
group of data blocks has a TAR format structure with header and footer informaƟon in each 
block.  
 
To avoid dependencies, no files may be parƟally stored between different physical data 
blocks. In the event of damage to one of the blocks, both may no longer be readable. To 
increase security, and for easier processing, no files are distributed between different data 
blocks. 
 
Performance can be increased by changing the configuraƟon seƫngs. However, care 
should be taken that the logical blocks should not be larger than the 16GiB as menƟoned 
above. Files larger than 16GiB are then included as a single data block and thus also as a 
single file in a TAR container.     
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b.) System Tape 
Every 24 hours, the system automaƟcally creates a backup of all configuraƟon files and the 
database and saves it on System Tapes. Together with a copy of the Storage Tapes, the 
system can then be restored in a short Ɵmeframe in the event of loss or damage. 
This is done by loading a new, empty system with the data from the System Tapes and then 
acƟvaƟng it. AŌer the inventory check of the Storage Tapes, the system can then be used 
again. 
Without these System Tapes, a new configuraƟon would take considerably more Ɵme. All 
the Storage Tapes must be read by the system and entered back into the database, which 
can take hours or days depending on the number of tapes. 
 

c.) Transport Tape 
In the past it was a part of the nature of tape storage systems that users were not aware of 
which storage medium their data was located on.  This was to allow the storage system to 
scale independently from memory usage or technology.  
However, this is contrary to the outstanding advantage of a tape cartridge being 
transportable, which is obviously conflicƟng to the use of a tradiƟonal storage memory 
system. With this funcƟon developed by FUJIFILM Object Archive soŌware, the best of 
both worlds can be combined. The user is given the possibility to store one or mulƟple data 
on a tape and to read this tape using the same or another FUJIFILM Object Archive System. 
The format of the Transport Tape differs from the format of a Storage Tape in that 
addiƟonal informaƟon is wriƩen to the tape with the user data. This makes it possible for a 
second FUJIFILM Object Archive system to read a Transport Tape and use it directly, 
without migraƟon or conversion. 
 

3.3. Self-Describing Format 
 

DefiniƟon: 

A format that contains data as well as metadata, index data and descripƟons that describe the 
format and meaning (the syntax and semanƟcs of this data) is called a self-explanatory format. 

 

Technical-Detail: 
hƩps://ntrs.nasa.gov/api/citaƟons/20120008476/downloads/20120008476.pdf 

 

When a user inserts a Storage Tape created by the FUJIFILM Object Archive system in a 
corresponding to tape drive version and enters the command printed on the cartridge shell, 
the first file they will see is a detailed descripƟon of  the type of tape storage medium that is in 
use, how the data on tape is organized, how and which metadata is stored on tape and which 
commands are required to acquire all data from this tape or to download all or part of it. 
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3.4. Self-Healing Architecture 
FUJIFILM Object Archive’s self-healing architecture provides the possibility of error correcƟon 
and back-calculaƟon of data based on cross-summaƟon calculaƟon and storage of this 
informaƟon as a header or footer in a digital data container. This data container is executed as 
a TAR container in the soŌware and has a POSIX encoding. 

This procedure is comparable with the parity informaƟon of a RAID installaƟon, whereby 
missing data blocks from computaƟons of readable blocks and checksum blocks can help 
recover the missing informaƟon However a calculaƟon of missing informaƟon will only be 
successful up to a certain extent and is always a costly, Ɵme-consuming and hardware intensive 
exercise. If too much data from a file is damaged or lost, these unfortunately cannot be 
reproduced by the above-menƟoned method. 

 

3.5. FUJIFILM Object Archive’s Tape Health Check  
Each LTO tape cartridge contains a contactless transponder memory chip in addiƟon to the 
actual magneƟc tape storage. All acƟons that occur while the tape is in a drive are recorded on 
this chip. All read and write parameters are recorded in detail, how much data was wriƩen to 
or read from the tape and, above all, during which acƟons there was even the slightest 
deviaƟon from the standard parameters.   

 

These values are recorded and stored by FUJIFILM Object Archive soŌware aŌer each use of 
Fujifilm branded tape in the drive. This enables problems and trends to be detected much 
earlier than with any other soŌware that cannot decode and interpret these values. 

This allows the tapes to be tested much more accurately during the cyclic review period. A 
predicƟon of the tape life and possible countermeasures can be planned more adequately 
compared, for example, to when a backup soŌware may indicate, at some point, that the tape 
is no longer readable. 

  A small traffic light is simply displayed for each separate tape in the Administrator interface of 
FUJIFILM Object Archive soŌware. The colours have the simple meanings:  

 

Red:      AcƟon immediately required, otherwise a bigger problem is imminent. 
 
Yellow: The system has discovered a possible problem and will keep an eye on it. 
            
Green: Everything in good order shape 

 
 

There is a chapter in the FUJIFILM Object Archive Manual which describes all possible acƟons.  

This funcƟonality is only available with Fujifilm branded LTO tapes. 


